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PROBLEM OVERVIEW

Topic modeling & LDA

1. What is LDA?

2. How is LDA trained to effectively discover the 
hidden topics from the observed texts?

• Gibbs Sampling

• Variational E-M Algorithm

The Problem
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BAYES’ THEOREM
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General Conditional Probability Rules:

The Tools



KULLBACK LEIBLER (KL) DIVERGENCE

KL[N(0,1) || N(1,1)] = 0.5 KL[N(0,100) || N(1,100)] = 0.005

The ToolsTopic modelling & LDA
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VARIATIONAL INFERENCE

Topic modeling & LDA

Example:

The Tools



VARIATIONAL INFERENCE
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Use to approximate the full posterior distribution

The Tools



VARIATIONAL INFERENCE
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Then apply coordinate descend until convergence:

The Tools



JENSEN’S INEQUALITY
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E-M ALGORITHM

Topic modeling & LDA

Use to solve parameter estimation problems, especially when some data is missing or 
not observable (latent variables)

The Tools



E-M ALGORTHIM
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Ground truth:
• 1, 2, 1

2, 2
2 = [-1,1,0.8,0.5]

•  = [1, 2] = [0.4,0.6]

EM Init:
• ෞ𝜇1, ෞ𝜇2,ෞ𝜎1 , ෞ𝜎2 = [-1.5,1.5,1,1]
•  = [1, 2] = [0.5,0.5]
• Plot every 10 iterations
• Converge at the 60th iteration

The Tools



E-M ALGORTHIM

Topic modeling & LDA

While not converge:

• E-Step: find Qi using current i

• M-step:  find i+1 by max Qi

Formally:

The Tools



E-M ALGORTHIM

Topic modeling & LDA

Pros:

• Works well even when the derivative of the likelihood function wrt to 
is hard to compute

Cons:

• Not guarantee to reach global maximum

• Computational expensive so convergence rate is slow

• Works well only when 𝑝𝜃 belong to exponential family

The Tools



DIRICHLET DISTRIBUTION

Topic modeling & LDA

Dirichlet distribution belongs to the Exponential families

etc

The Tools



STATISTICS & GEOMETRY

Topic modeling & LDA

PDF:

Where:

Alpha = (0.1,0.1,0.1) Alpha = (10,10,10)

Statistics:

The Tools
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T = 3T = 2 T = 4

T = N --> N-dim simplex

STATISTICS & GEOMETRY

The Tools



LATENT DIRICHLET ALLOCATION (LDA)

LDATopic modeling & LDA



DIR & TOPIC MODELING

Topic modeling & LDA

Document: a probability 
distribution over the topics ()

High : more topic for each 
document (more sparse)

Sports

EconomicsGames

(1,0,0)

(0,0,1)

(0,1,0)T = 3

2 = (0.5,0.1,0.3)

4 = (0.1,0.8,0.1)

1 = (0.05,0.05,0.9)

3 = (0.8,0.15,0.05)

LDA



DIR & TOPIC MODELING

Topic modeling & LDA

Topic: a probability 
distribution over the words

Soccer

GDPDota 2

V = 4

Games = 0.5(Dota2) + 0.4(Soccer) + 0.1(GDP) + 0.1(Quaternion)

Quaternion

LDA



GENERATIVE PROCESS

Topic modeling & LDA

W1:
1

(0.2,0.2,0.6)
z13

z12

z11

[Dist over topics]

z14

z15

w11

[Dist over words] [Generate Words]

w12

w13

w14

w15

zdn {1,2,3} wdn {1,2,..,5}

𝑾1

LDA



BLUEPRINT
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 Z W 

Nd
D

T

For each d in D:
• Generate topic probability distribution of d using p(d |)  

• For each word in document d, assign a topic zdn by sampling according to p(zdn| d)

• For each assigned topic zdn, sample a word wdn according to p(wdn| zdn; tw)

LDA
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• W: collection of documents, each of which has Nd words

• Z: latent variable which represents the distribution of topics over the words

•  : latent variable which represents the distribution over the topics for each document

•  : model parameters which represents the distribution over the words for each selected 
topic – i.e a word probability matrix for each topic (row) and each word (column)

LDA

BLUEPRINT
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LOG JOINT LIKELIHOOD FUNCTION

LDA
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MAXIMIZE LIKELIHOOD FUNCTION
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M-STEP
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E-STEP: FIND q()
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E-STEP: FIND q(Z)
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M-STEP
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Lagrange multiplier 

Statistical Optimization & Inference
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M-STEP
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SUMMARY
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MAKING PREDICTION
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EXTENSION

Topic modeling & LDA

 Z W 

Nd
D

T


High : there are less words in a topic (sparse distribution of topics over words)

Statistical Optimization & Inference
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